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EXECUTIVE SUMMARY

This report documents the results obtained from Remote Monitoring (RMON)
technology in the Naval Command, Control and Ocean Surveillance Center RDT&E
Division (NRaD) Common Operational Modeling, Planning, and Simulation Strategy
(COMPASS) lab during the 1997 Joint Warrior Interoperability Demonstration (JWID
97). The report reviews the essentials of RMON and RMON-2 technology and de-
scribes COMPASS lab participation in JWID 97. The report then discusses the results
of utilization of RMON-2 for operations and for historical data collection.

The operational utilization of RMON-2 in the COMPASS lab during JWID 97
was successful. The real-time information obtained from the RMON-2 probe and
displayed using commercial off-the-shelf (COTS) software proved itself a necessary
aid for network managers in maintaining desired network performance. The utilization
of RMON-2 for collection of historical data was also successful. Data collection over
the demonstration period documented the amount of traffic (octets and packets), the
type of traffic (link layer through application layer protocols), and the source and
destination of traffic (link and network layer addresses). For the purposes of the
COMPASS lab participation in JWID 97, the historical data collection documented
network utilization during the demonstration and helped explain network requirements
for COMPASS in future scenarios. The type of historical data obtained during the
demonstration would help in optimizing network performance in scenarios where the
relevant networks will operate over extended time periods.

It is anticipated that the success of the implementation of RMON-2 in this demon-
stration will provide a stepping stone towards the utilization of this technology in the
operational environment.
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1. INTRODUCTION

The Automated Integrated Communications System (AICS) is an advanced engin-
eering program chartered to investigate the best ways of deploying commercial network
management technologies in the Navy afloat networking environment and to determ-
ine the requirements and practices for adopting commercial network management to
the Navy arena.

Briefly, network management is the monitoring and control of individual network
resources (such as routers and links) and networks taken as a whole. Typical network
management operations in the field are retrieving status and statistics, configuring
network devices, and processing unsolicited messages by devices (e.g., alarms). The
Remote Monitoring (RMON) standard provides an interface by which a network man-
agement application using the Simple Network Management Protocol ( SNMP) directs
the operation of stand-alone probes used to collect, collate, and report statistics on
the packets traversing an attached network. The RMON standard, by in large, is
concerned with the link-layer, e.g., Ethernet statistics. A recent extension, RMON-2,
collects and collates statistics on protocols all the way up to the application layer.
Thus, among the various kinds of network management functionality, RMON is con-
cerned with the collection of network statistics.

AICS investigated RMON for the last 18 months with a view towards evaluating
its effectiveness in an operational Navy afloat network. The effectiveness measures
include: ease of use in an operational environment; the reliability of the data and im-
plementations; and the timeliness and applicability of the statistical results to network
performance management issues in an operational environment.

For the 1997 Joint Warrior Interoperability Demonstration (JWID 97), a RMON-2
probe was installed and utilized in the Common Operational Modeling, Planning, and
Simulation Strategy (COMPASS) lab. Besides providing data points for the measures
of effectiveness listed above, this experiment exposed engineers and managers of net-
working programs to the technology and gave them an opportunity to judge how well
it might fit their systems. This paper reviews the operations and outcomes of that
experiment.

The following section reviews RMON and RMON-2 technology. Section 3 provides
an overview of JWID 97 and COMPASS and how RMON-2 was implemented in
the COMPASS lab. Section 4 describes the results obtained using RMON-2 in the
COMPASS lab during JWID 97, and section 5 provides a summary and conclusion.



2. RMON AND RMON-2 TECHNOLOGY

Remote network monitoring devices, often called monitors or probes, are instru-
ments that aid in network management. A RMON probe consists of a) an interface
that listens to a local area network (LAN) in a promiscuous mode and, b) an im-
plementation of an SNMP agent supporting the the RMON management information
base (MIB) or the RMON-2 MIB. Currently, RMON probes with Ethernet, token-
ring, and Fiber Distributed Data Interface (FDDI) interfaces are available, although
this document only discusses Ethernet RMON probes.

There are two RMON standards: RMON (reference 1) and an extension to RMON
called RMON-2 (reference 2). These standards extend the information contained in the
MIB-II standard (reference 3) and provide a far more detailed description of the traffic
traveling on a LAN. RMON includes the capability to quickly access link layer (i.e.,
Ethernet layer) statistics. It also includes the capability to filter and selectively capture
packets, thereby enabling analysis of higher network layers in a less convenient and
less practical manner. The RMON-2 standard incorporates quick access to statistics
all the way up to the application layer. Within the last 6 months COTS probes
that conform to most of the RMON-2 standard have become available (reference 4).
The RMON and RMON-2 MIBs describe the information that the probes maintain
and make available to network management programs that issue appropriate SNMP
requests. A RMON probe monitors only the LAN to which it is attached. It is called
a remote network monitoring device because the information the probe collects can
be retrieved remotely by management applications via SNMP requests. For general
information on the SNMP manager/agent paradigm, see, for instance, reference 5.

To provide a better description of the type of information that can be obtained
from a RMON probe, some of the groups in the RMON and RMON-2 MIBs are briefly
described in the following paragraphs.

As described below, groups contained in the RMON MIB include the Ethernet
statistics, history, host, host TopN, matrix, filter, capture, alarm, and event groups.

Ethernet Statistic Group. This group contains statistics describing the Eth-
ernet packets detected on the monitored LAN. These statistics include the
number of Ethernet packets, octets, broadcast packets, multicast packets,
cyclic redundancy code errors, fragments, jabbers, collisions, oversized
packets, undersized packets, and packets of various sizes.

Ethernet History Group. The Ethernet history group records periodic stat-
istical samples from an Ethernet LAN and stores them for later retrieval.
This is useful in reducing the SNMP traffic between the SNMP manage-
ment application and the probe in cases where they are separated by a
busy or low-bandwidth link. A manager can use the history control group
to configure the statistics collected in this group.
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Host Group. The host group contains statistics associated with each Eth-
ernet host discovered on the network. Contained in this group is a list
of source and destination media access control (MAC) addresses seen in
good packets promiscuously received from the LAN. Statistics included in
this group include packets and octets sent and received by a given MAC
address, and errors, broadcast packets, and multicast packets sent by a
given MAC address.

HostTopN Group. The hostTopN group is used to prepare reports that
describe the Ethernet hosts that top a list ordered by one of their statistics
included in the host group over a specified time interval.

Matrix Group. The matrix group stores statistics for conversations between
sets of two addresses. The statistics include a count of packets, octets,
and errors. To facilitate easy retrieval of data by an SNMP management
application, the group contains tables indexed by source/destination and
by destination /source addresses.

Filter and Packet Capture Groups. The filter and packet capture groups work
in conjunction to allow a method for easily and flexibly capturing a desired
subset of the packets on the monitored LAN.

Alarm and Event Groups. The alarm group monitors variables in the probe
and compares them to configured thresholds. If the monitored variable
crosses a threshold, an event is generated. A hysteresis mechanism is im-
plemented to limit the generation of alarms. Once again, this group is
useful in reducing the SNMP traffic between the SNMP management ap-
plication. The alarm group works in conjunction with the the event group
that controls the generation and notification of events from the probe.

As described below, groups contained in the RMON-2 MIB include the protocol
directory, protocol distribution, network layer host, network layer matrix, application
layer host, application layer matrix, and user history groups.

Protocol Directory Group. This group identifies the protocols that the probe
can monitor.

Protocol Distribution Group. This group contains statistics describing the

number of packets and octets of each protocol detected on the monitored
LAN.

Network Layer Host Group. This group contains statistics describing the
number of packets and octets to and from each network address identified
in packets detected on the monitored LAN.

Network Layer Matrix Group. This group contains statistics describing the
number of packets and octets sent between pairs of network addresses
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identified in packets detected on the monitored LAN. As with the Ether-
net layer matrix group, to facilitate simple retrieval of data by an SNMP
management application, the group contains tables indexed by source/
destination and by destination/source addresses. In addition to the niMat-
rixTable, the network layer matrix group also contains the nIMatrixTopNT-
able, which allows easy documentation of the network layer conversations
generating the most traffic.

Application Layer Host Group. This group contains statistics describing the
number of packets and octets of each protocol sent to and from each net-
work address identified in packets detected on the monitored LAN. The
application layer host group is not limited to protocols identified with
layer 7 of the OSI network model (reference 6), but, in general, contains
statistics for protocols from layers three through seven.

Application Layer Matrix Group. This group contains statistics describing
the number of packets and octets of each protocol sent between pairs of
network addresses identified in packets detected on the monitored LAN.

User History Group. The user history group provides a more general means
than the Ethernet history group, of storing historical statistics on the
probe. This group allows for identification of the time interval, the total
length of time, and the variable to store. As with the Ethernet history
group, the user history group reduces the required number of communic-
ations between an SNMP management application and the probe.

Through the design of the RMON and RMON-2 MIBs as described above, an
RMON probe can provide a network manager with both real-time information, and
with information gathered over prolonged collection periods. Typically, network man-
agers use real time information for pro-active and fault management, while they typic-
ally use the information gathered over prolonged periods for performance management.
A RMON/RMON-2 SNMP management application with a graphical user interface
is desirable to effectively utilize the real-time information provided by the probe. A
general-purpose SNMP utilities package and a general-purpose plotting package in
combination with some simple scripts to sort out the data are the only requirements
for collection and presentation of historical data. As will be detailed in section 4,
during JWID 97, use was made of both real-time and historical information.



3. JWID 97 and COMPASS

The first part of this section provides general background on JWID 97 and COM-
PASS, and the role that COMPASS played in the demonstration. The end of this
section summarizes the RMON-2 setup in the COMPASS lab.

JWID 97 was a United States and Allied Coalition operation led by the Com-
mander, Carrier Group Six who acted as the Commander, Coalition Task Force
(CCTF) conducting Combined Operations at the Joint Component Commander Level.
There were many purposes for JWID 97, but most relevant to this report was the goal
of demonstrating innovative telecommunications and information management tech-
nology that enhance data delivery to and from Joint Warriors, particularly common
operational picture and imagery. Commander-in-Chief United States Atlantic Com-
mand (CINCUSACOM) was the host CINC operating from the Joint Battle Center
(JBC) at the Joint Training Analysis and Simulation Center (JTASC) in Suffolk Vir-
ginia. The CCTF and his staff operated from USS John C. Stennis (CVN 74). JWID
97 took place from 7 July to 31 July 1997.

The U.S. Department of Defense’s Defense Modeling and Simulation Office (DMSO)
sponsored Command, Control, Communications, Computers, and Intelligence (C4I)-
to-Simulation Initiative includes the Common Operational Modeling, Planning and
Simulation Strategy (COMPASS). Goals of this C4I-to-SIM Initiative are to: (1) take
Modeling and Simulation (M&S) to war and (2) train as you fight. Achieving such
goals provides additional valuable information to operational planners. It gives them
much greater insight and analysis from operational plans. Such goals enhance mission
preview and rehearsal. They afford M&S resources an opportunity to collaborate with
operational planners in their planning process, to gain more effective combat power
for warfighters from improved plans.

The JWID 97 Coalition Wide Area Network (CWAN) backbone consisted of mul-
tiple T-1 lease lines and additional sites connected through the Defencse Information
Systems Agency (DISA) Leading Edge (LES) Asyncronous Transfer Mode (ATM)
network. Super High Frequency (SHF), Ultra High Frequency (UHF) and the Global
Broadcast System (GBS) were used to extend the terrestrial backbone to mobile units
and allied sites. The CWAN was a U.S. Secret-with-allied-releasable network, and was
a separate network from the existing Non-Classified IP Routing Network (NIPRNET)
and Secret IP Routing Network (SIPRNET). Network Encryption System (NES) from
Motorola was used to secure the information carried over the T-1 lease lines between
major backbone sites.

NRaD was one of the secondary sites in the CWAN. NRaD was connected to the
CWAN through a T-1 lease line to the Naval Telecommunications Center LANT in
Hampton Roads, VA (NH93). NRaD was also connected to Naval Computer and Tele-
communications Area Master Station EASTPAC in Wahiawa, HI (Wahiawa) through
another T-1 lease line. The connection to Wahiawa provided the USS Coronado, Aus-
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tralia, and New Zealand access to the CWAN. NRaD also provided multicast e-mail
service to the Multi-National Task Group (MNTG) through a UHF broadcast chanrel.

The existing Timeplex network connected sites local to NRaD, including the COM-
PASS lab, the Joint Maritime Communications System (JMCOMS), and the Recon-
figurable Land-Based Test Site (RLBTS), to the CWAN. KIV-7 and KG-194 cryptos
were used to protect the data. The portion of the CWAN local to NRaD was a
full-function network with its own domain <nrad.jwid.cmil.mil> and its own address
block and services, including e-mail and domain name service (DNS).

COMPASS participated in JWID 97 in order to demonstrate its capabilities and al-
low the warfighter to evaluate this technology during a simulated conflict. COMPASS-
capable workstations were deployed to all major JWID sites, including numerous
secondary sites. Since the COMPASS lab at NRaD has many communications chan-
nels available, the lab was selected to host the NRaD Coalition Wide Area Network
(CWAN) presence and to serve as a communications node on the CWAN. COMPASS
utilized the T-1 link to NH95 to receive data over the CWAN from the East Coast,
the T-1 link to Wahiawa to connect the CWAN to our Allies in New Zealand and
Australia, a 64kb feed to IMCOMS for further distribution over SATCOM to ships
at sea, and a 256kb feed to RLBTS acting as a site. Figure 1 shows the JWID sites
relevant to this report. The NH95, Wahiawa, and IMCOMS sites were essentially
communications hubs through which COMPASS related traffic was routed to other
locations. Note that for the purposes of this report the figure depicts the COMPASS
lab as being the central JWID site, which was not the case from a more general per-
spective. For a more detailed and complete description of the JWID 97 CWAN, refer
to reference 7.

COMPASS

LAB

Figure 1. COMPASS connectivity to various JWID sites.

COMPASS enhancements added several COTS, public domain, and government
off-the-self (GOTS) tools to the applications. The GOTS software was comprised of
the COMPASS servers and the COMPASS client software embedded in the host ap-
plication. The COMPASS servers, located at NRaD, received data from simulation
applications (e.g., Extended Air Defense Simulation (EADSIM)) and then sent the re-
quired updates to the various COMPASS clients at each of the JWID sites. The COTS
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tools were comprised of the Sun Micro Systems Showme white-board application, the
Netscape Web browser, and a “chat” application call Global Chat. Public domain
software included three standard Multicast Backbone (M-Bone) applications, an au-
dio application called Visual Audio Tool, a video application called Network Video,
and the Session Directory application used to provide a listing of active multicast
sessions and to enable users to join a multicast session. The COMPASS client/server
traffic and the white-board application were the primary sources of unicast traffic. In
order to support the audio and video tools, M-bone multicast routing daemon soft-
ware was added to selected workstations to create a system of multicast tunnels from
site to site. The multicast applications sent out multicast packets that were received
by the multicast servers, encapsulated in unicast packets, and sent to the appropri-
ate multicast servers. Upon reception of the tunneled traffic, the receiving multicast
server extracted and sent out the encapsulated multicast packets to be received by the
workstations hosting the appropriate applications. The traffic associated with these
multicast tunnels was carefully examined in this study.

A RMON-2 probe was placed on the LAN local to the COMPASS lab in NRaD
Building 40. By using a COTS RMON-2 SNMP management application called
Meterware (reference 4), real-time information from the probe was utilized by net-
work managers for pro-active and fault management. Meterware was installed on a
PC also located on the LAN local to the COMPASS lab, so the substantial amount of
traffic generated between Meterware and the probe did not create a congestion prob-
lem. Besides providing a display of real-time data, Meterware was also configured
to collect and store some historical information, most notably data documenting the
amount of traffic detected for each protocol. In addition to the historical data collected
by Meterware, additional data were periodically collected. The nlMatrixTopNTable
was configured to record the top 150 network-layer conversations in 30-minute inter-
vals, and scripts using general SNMP utilities hosted on a UNIX workstation were
scheduled to periodically collect this information. As stated in the previous para-
graph, the multicast applications communicating between the NRaD COMPASS lab
and the other JWID 97 sites were a primary focus of this investigation. Because of the
limited bandwidth between COMPASS and these other sites, and because this band-
width would be even more limited in a true operational environment, documentation
of the the tunneled multicast traffic between the various sites was considered a priority.
Therefore, scripts using general SNMP utilities were scheduled to periodically collect
information from the nlMatrixSDTable (using source-destination indexing) relevant
to the network layer traffic originating from the multicast server in the COMPASS
lab, and information from the niMatrixDSTable (using destination-source indexing)
relevant to the network layer traffic received by the multicast server in the COMPASS
lab.



4. RESULTS

The results of the implementation of RMON technology for COMPASS during
JWID 97 are divided into two sections. A brief section describing the operational be-
nefits provided by the RMON probe precedes a longer section describing the historical
data collected with the probe.

4.1 OPERATIONAL

Because of the network topology described in section 3, during the demonstration
it was crucial that network managers be able to identify the sources of excessive
traflic traveling between the COMPASS lab and the other participating sites. Less
granular information, such as total number of packets in and out of a gateway router
can easily be monitored with standard network management utilities, but an RMON
probe is required to quickly identify a particular host that is generating too much
traffic. Figure 2 shows one of the Meterware displays.

The matrix information display shown in figure 2 was particularly useful for the
network managers. On the left side of the display is a list of protocols that one can
select. Typically, IP was the protocol selected for display. On the top right-hand side
of the display is a tabular listing of the network layer conversations generating the
most traffic of the selected protocol. On the bottom right is a graphical view of this
tabular information. Meterware allows for updates of these data on demand, giving
the network manager real-time information on hosts generating traffic of particular
protocols. Therefore, for instance, when a multicast server at one of the remote JWID
sites was tunneling an excessive amount of traffic to the COMPASS lab, a network
manager use the Meterware display to quickly identify the remote multicast server
and the host of the originating application, allowing the network manager to notify the
culprit of the problem. Similarly, if one of the applications running in the COMPASS
lab was generating too much multicast traffic, which was subsequently routed over
a low-bandwidth connection to one of the other JWID sites, that application could
be quickly identified, and the problem corrected. As will be seen in the next sec-
tion, the use of the RMON-2 probe in combination with other network management
resources resulted in identification of problems in the multicast tunnel configuration.
Modifications of the configuration were made during the testing period, resulting in a
significant reduction in traffic on the links between the COMPASS lab and the other
JWID sites.

4.2 HISTORICAL

It was desired to obtain some measure of the traffic sent between the COMPASS
lab and the other JWID 97 sites. To this end, at the conclusion of the JWID 97
demonstration, scripts were written to sort and manipulate the data collected from
the nlMatrixTopNTable, nIMatrixDSTable and niMatrixSDTable. The relevant con-
versations included in the data collected from the niMatrixTopNTable were summed

11



il (198.253.69.55)

allin “ahie
Sl8l8

: 3‘{.‘.’
g

{=" EIDP(2) { SourceName = ] Des _..Octets |
{2 E4P(9) | ethermeternoscmil ispra 1095443 =
- =7 E-ICMF] ispra ethermeter.nosc.mil 5516 1065188 .
. 7 E-IGMF] monetfore2. noscmil erebus.nasc.mil 1243 159661
. .07 E-GGFJ erebus.noscmil monetfore2 nosc.mil 1243 150779
. =" E-TCP| cisco-monet erebus.nosc.mil 1367 105655 -
. .7 E-EgP{ erebusnoscmil 204.235.67.1 828 93483 -
. E4GRF] manta.nosc.mil erebus.nosc.mil 517 86437
. 5. E-Upr{ monetfored.noscmil  erebus.nosc.mil 489 73758 -
L g-osp] 1284810214 erebus.nosc.mil 461 73438
T E—IPX(-’-IQ)T erebus.nosc.mil 198.253.140.173 489 78635 -
T { erebus.nosc.mil monetfore3.nosc.mil 489 75719

12 _HPO® 1 crebusnoscmil  128.49102.12 627 69915
{2 LPXO05H 15543122 ersbus.nosc.mil 760 56240
{E SIDP(12¢} o ropys nosc.mil styx.hosc.mil 522 47039 .
12 SIP(29) | grepus nosc.mil manta.nosc.mil 518 46591 -
4 SAPX(1834 erebus nosc.mil 1268.43.102.16 399 43158

i wHPX{18B1 styx nosc.mil erebus.nosc.mil b2z 38796
£ ADP (207] ewt scmi - 33227
-l AP (210) {41 ST

7 AAPX (250

I W

W

,B

Figure 2. A Meterware display.



so as to yield plots of the IP traffic to and from the COMPASS lab and the various
other JWID sites. These plots are presented in figures 3 through 10. Only data during
the testing periods, 0700-2230 EDT, weekdays from 15 July through 31 July 1997, are
shown in the plots. Since these plots depict data extracted from the top 150 IP con-
versations, the results are an approximation, where the true octets rates were higher.
For the Wahiawa, NH95, and RLBTS data, this error is insignificant. This can be
deduced from the JMCOMS data, figures 9 and 10, where it is seen that conversations
exchanging very few packets were included in the top 150 IP conversations. Since it is
known that there were not an extremely large number of conversations, each exchan-
ging small amounts of traffic, it follows that Wahiawa, NH95, and RLBTS would not
be significantly changed by data that were not included in the top 150 IP conversa-
tions. On a relative scale, there may be larger errors in the JMCOMS data, but on
an absolute scale, the results show that only a small of traffic was exchanged between
COMPASS and JMCOMS. The small amount of traffic to COMPASS is partly a result
of the 64kb link from the COMPASS lab to JMCOMS, but more so because data sent
to JMCOMS were then passed over even narrower bandwidth RF links to simulated
ships and ships at sea.

Figures 3 through 10 indicate that significantly more traffic was sent by the COM-
PASS lab to RLBTS and Wahiawa than was sent from RLBTS and Wahiawa to the
COMPASS lab, and somewhat more traffic was sent by the COMPASS lab to NH95
than from NH95 to the COMPASS lab. This was true because the COMPASS servers
were usually located at the COMPASS lab. When data were received from a single
COMPASS client, the required updates were unicast from the COMPASS servers to
all COMPASS clients at the various JWID sites. In addition, much of the multicast
traffic, detailed further in the following paragraphs, was generated by applications
residing in the COMPASS lab and at sites that routed traffic through NH95, whereas
RLBTS and sites routing traffic via Wahiawa generated little multicast traffic.

The tunneled multicast traffic exchanged between the multicast server in the COM-
PASS lab and the multicast servers at the other sites was of primary interest to the
COMPASS effort. Therefore, data for individual multicast server to multicast server
conversations collected from the nilMatrixDSTable and nIMatrixSDTable were summed
appropriately so as to yield plots of the total amount of traffic between the multicast
servers at the various JWID 97 sites. Note that these data are the total IP traffic
between the multicast servers, and are not limited to the tunneled multicast traffic
between the servers. Unfortunately, the RMON-2 probe used did not yet support
the limited protocol extensibity as described in the RMON-2 standard, therefore it
was not possible to distinguish between traffic exchanged on the multicast tunnel
TCP port and other TCP traffic. Because there were no other network applications
regularly communicating between the the multicast servers, it can be safely assumed
that the vast majority of traffic between the multicast servers was, in fact, tunneled
multicast traffic.
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The results of the multicast server traffic are shown in figures 11 through 16. For
tunneled traffic originating from the COMPASS lab, data for the entire period from
16 July 1415 EDT through the end of July are shown in the plots. For tunneled traffic
coming into the COMPASS lab, data for the entire period from 17 July 1915 EDT
through the end of July are shown in the plots. Figures 11, 13, and 15 indicate that
on 17 July, significantly more multicast traffic was tunneled from the COMPASS lab
as compared to the subsequent days. This high level of traffic on 17 July (and before
17 July, as illustrated in figures 3 through 8) was caused by the original configuration
of the multicast tunnels wherein the multicast server in the COMPASS lab was acting
as a hub for all multicast traffic. This configuration was modified so that multicast
traffic was routed to the COMPASS lab only when necessary. The figures indicate
that significantly more multicast traffic was sent by the COMPASS lab to RLBTS and
Wahiawa than from RLBTS and Wahiawa to the COMPASS lab. Once the multicast
tunnel configuration was modified, the COMPASS lab and NH95 sites exchanged
similar amounts of multicast tunnel traffic.

Figures 11 through 16 can be compared with figures 3 through 8 to gain insight
into the relative amount of tunneled multicast traffic between the sites as compared
with the total traffic. A comparison between figures 5 and 13 and between figures 7
and 15 suggests that much of the traffic from COMPASS to RLBTS and Wahiawa
was tunneled multicast traffic. Figures 3 and 11 indicate that there was a significant
amount of traffic sent from COMPASS to NH95 that was not multicast tunneled
traffic. This is at least in part explained by figure 17, which shows the IP traffic sent
from the two main COMPASS servers in the COMPASS lab to NH95. It is seen that
due to the numerous COMPASS clients routing traffic through NH95, a significant
amount of unicast traffic was sent from the COMPASS servers through NH95.

There are several instances where it appears that there was more traffic indicated
in the multicast data than in the topN data. This is because these data points occurred
outside the testing period, which is not shown in the topN figures.
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Figure 11. Multicast server traffic from COMPASS lab to NH95. Data collection
started on 16 July at 1415 EDT.
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Figure 12. Multicast server traffic from NH95 to the COMPASS lab. Data collection
started on 17 July at 1915 EDT.
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Figure 13. Multicast server traffic from COMPASS lab to RLBTS. Data collection
started on 16 July at 1415 EDT.
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Figure 14. Multicast server traffic from RLBTS to the COMPASS lab. Data collec-
tion started on 17 July at 1915 EDT.
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Figure 15. Multicast server traffic from COMPASS lab to Wahiawa. Data collection
started on 16 July at 1415 EDT.
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collection started on 17 July at 1915 EDT.
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5. SUMMARY AND CONCLUSION

This report documents the results obtained from implementation of RMON-2 tech-
nology in the NRaD COMPASS lab during JWID 97. The RMON-2 technology was
utilized for operational network management and to collect historical data for review
of network utilization during the demonstration.

The operational utilization RMON-2 was successful. The real-time information
obtained from the RMON-2 probe and displayed using COTS software proved to be
a necessary aid for network managers in maintaining desired network performance.
This was best demonstrated by the reconfiguration of multicast tunnels during the test,
thereby reducing the traffic on the links between the COMPASS lab and other JWID
sites to acceptable levels. Utilization of RMON-2 for collection of historical data was
also successful. Data collected over the demonstration period documented the amount
of traffic (octets and packets), the type of traffic (link layer through application layer
protocols), and the source and destination of traffic (link and network layer addresses).

For the purposes of the COMPASS lab participation in JWID 97, historical data
collection documented network utilization during the demonstration. In particular,
the statistics gathered on the tunneled multicast traffic and the trafic from COM-
PASS servers may help explain the network requirements for COMPASS in future
scenarios. The type of historical data obtained during the demonstration would help
optimize network performance in scenarios where the relevant networks will operate
over extended time periods.

It is anticipated that the successful implementation of RMON-2 in this demonstra-
tion will be a stepping stone towards the utilization of this technology in the operational
environment.
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